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Abstract 
Today, machine learning tools, particularly artificial neural networks, have become 
crucial for diverse applications. However, current digital computing tools to train and 
deploy artificial neural networks often struggle with massive data sizes and high power 
consumptions. Optical computing provides inherent parallelism accommodating high-
resolution input data and performs fundamental operations with passive optical 
components. However, most of the optical computing platforms suffer from relatively 
low accuracies for machine learning tasks due to fixed connections while avoiding 
complex and sensitive techniques. Here, we demonstrate a genetically programmable 
yet simple optical neural network to achieve high performances with optical random 
projection. By genetically programming the orientation of the scattering medium which 
acts as a random projection kernel and only using 1% of the search space, our novel 
technique finds an optimum kernel and improves initial test accuracies by 8-41% for 
various machine learning tasks. Through numerical simulations and experiments on a 
number of datasets, we validate the programmability and high-resolution sample 
processing capabilities of our design. Our optical computing method presents a 
promising approach to achieve high performance in optical neural networks with a 
simple and scalable design. 
 
Introduction 
Nowadays, artificial neural networks are heavily used for learning from data to perform 
intricate tasks of high complexity(1). In the last decade, machine learning applications 
have started to cover diverse fields, from autonomous driving to healthcare diagnosis, 
and demonstrate outstanding success in real-life applications(2). With the availability 
of high volumes of data, the trend of machine learning is to develop computationally 
complex and data-hungry giant models. This increasing complexity in machine 
learning models adds computational and environmental challenges during training and 
inference steps(3). Moreover, the currently used digital computing platforms, which 
are based on Turing–von Neumann architecture, are notoriously limited by the 
memory access bottleneck and cannot keep up with the demands of large models 
efficiently. The current transistor-based computing methods are reaching the physical 
and technological limits, indicating the end of Moore’s Law.  
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Since all the information in the macroscopic world is natively analog, analog computing 
is an intuitive alternative hardware solution for creating and deploying machine 
learning models. Unlike digital computing, which processes information in discrete 
values (0s and 1s), analog computing operates on continuous signals; thus, it is 
compatible with complex, high-dimensional data. However, analog computing is 
intrinsically noisy and not as precise as digital computing. The neural networks' relative 
robustness against noise and device imperfections makes them ideal applications for 
analog computing solutions. In recent decades, analog computing tools such as brain-
inspired (neuromorphic) computing methods, including approaches like reservoir 
computing(4) and extreme learning machines(5,6), emerged. With fixed connections 
in the reservoir or hidden layers, these methods provide decent accuracy with less 
training effort.  
 
Optical computing, a branch of analog computing, serves as a prominent candidate to 
accelerate machine learning efforts by offering several key operations like Fourier 
transform, convolution operations, and matrix multiplications intrinsically(7). This rich 
framework has led to the development of optical computers capable of pattern 
recognition(8) and the optical implementation of neural network models(9) rapidly. 
However, initial efforts faced challenges in controlling/training optical connections and 
implementing nonlinear connections. With the introduction of neuromorphic computing 
methods in the 2000s, the training problem of optical computing has been 
circumvented. Recently, interest in optical neural networks has grown with free space, 
fiber, and integrated designs(10–13). In its simple form, implementing artificial neural 
networks efficiently and rapidly in optics can be achieved by utilizing optical diffraction, 
metasurfaces, wave propagation, and passive optical elements like lenses and/or 
scattering media(14,15). Especially, using a disordered medium comprising millions 
of fully connected photonic nodes serves as a static random reservoir(16) with random 
matrix multiplication and offers random mapping of data for dimensionality 
reduction(17). By incorporating digital feedback loops to the fixed random mapping of 
a disordered medium, optical neural networks are demonstrated for chaotic system 
prediction(18,19).  
 
In order to control light propagation in disordered media, the transmission matrix (TM) 
formalism is sometimes adopted. However, due to the unavailability of phase 
information, a high number of modes, and all the angles and polarizations, such a 
characterization is difficult in practice(17,20), and computational approaches have 
been developed(21,22) to ease the process of manipulating the TM.  
 
Here, we present the first genetically programmable optical random neural network 
without the computational overload of determining the full TM and improve the 
performance of scattering-based optical computing platforms for machine learning 
applications. Our novel method is based on finding an optimum random projection 
kernel to map information optically for designated machine learning applications by 
altering the disordered medium (diffuser) orientation inside the optical neural network. 
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We employ an evolutionary search algorithm (genetic algorithm) and significantly 
increase accuracy for various datasets by using only 1% of the search space to find 
optimum random projection kernels. Our simple programmable optical neural network 
has been tested in numerical simulations and experiments using Breast MNIST(23), 
Covid-19 X-Ray(24), and retinal disease (25) datasets, which have varying 
resolutions. Test accuracies are improved from 74% to 82%, 78% to 93%, and 47% 
to 88%, respectively.  
 
Methods 
Physical model of genetically programmable optical random neural network. 
Here 𝐴(𝑥, 𝑦) and 𝜙(𝑥, 𝑦) represent the amplitude and the phase of the incoming laser 
beam and 𝑆(𝑥, 𝑦) denotes a sample of a dataset. With the help of a spatial light 
modulator (SLM), they create the following expression,  

𝑂(𝑥, 𝑦) 	= 	𝐴(𝑥, 𝑦) 𝑒𝑥𝑝 [𝑗𝜙(𝑥, 𝑦)] 𝑒𝑥𝑝 [𝑗𝑆(𝑥, 𝑦)] (1) 

for the laser beam with the encoded information, 𝑂(𝑥, 𝑦). The mathematical expression 
which indicates the operation of the optical random neural network can be shown as 

𝑅(𝑥, 𝑦) = 𝐹!"{𝐹{𝑂(𝑥, 𝑦)}𝐻(𝑓# , 𝑓$; 𝜃)} (2) 

𝐼(𝑥, 𝑦) 	= 	 |𝑅(𝑥, 𝑦)|%      (3) 

where 𝐻(𝑓# , 𝑓$; 𝜃) is the complex, random matrix representing the diffuser (its transfer 
matrix) as parameterized by the angular position of the disk, 𝜃, 𝑅(𝑥, 𝑦) is the received 
optical field at the camera plane, and 𝐼(𝑥, 𝑦) its intensity recorded by the camera. Here, 
𝑥 and 𝑦 denote spatial coordinates while 𝑓# and 𝑓$ denote spatial frequency 
coordinates.  
 
The classification operation performed by the readout layer can be expressed as  

𝑤∗ = 𝑎𝑟𝑔𝑚𝑖𝑛'|𝑦𝑙 	− 	𝑋𝑤|2 + 	𝛼|𝑤|2 (4) 

where the optimum weights 𝑤∗ are inferred from a training set with images 𝑋 and 
corresponding labels 𝑦(. 𝛼 governs the regularization strength, which is set to 1 
throughout all analyses. 
 
Experimental procedure. A continuous-wave laser source with a central wavelength 
of 1064 nm is used for illuminating a spatial light modulator (SLM, HAMAMATSU 
X10468) with 800 x 600 pixels resolution. Since the samples we used originate from 
datasets developed for machine learning tasks, they typically have low resolution e.g., 
28 x 28 pixels. To be able to maximally use the effective area of our SLM, we 
performed image upsampling by an integer factor for low-resolution datasets. For 
datasets with samples having higher resolution than our SLM resolution, we performed 
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image downsampling. The phase encoding process was then carried out as shown by 
the expressions above. 
 
We placed an adhesive tape at the processing plane as the scattering medium 
providing random matrix multiplication. The scattering medium was rotated to different 
angles using a stepper motor (28BYJ-48) to yield parameterizations of the random 
matrix. Since the classification accuracies depend on the random matrix values, and 
no a priori relationship is known among different random matrix distributions 
corresponding to different angles, a heuristic search algorithm, genetic algorithm 
(GA)(26), was utilized for optimizing for the maximum accuracy. 
 
While programming the optical random neural network, at each GA iteration, all the 
dataset samples are optically processed with a particular candidate random projection 
kernel and collected with the camera. All camera parameters, including exposure, 
saturation, and gain, are kept constant throughout the experiments. Captured 2D RGB 
images are converted to grayscale images and downsampled by local averaging with 
a pool size of (20,16) (see Supplementary Discussion 12 for the selection of the pool 
size). As a final step, downsampled 2D grayscale images are converted to 1D arrays 
(flattened), and ridge classification is performed. The fitness function in GA is set as 
the classification accuracy, and depending on the result, the stepper motor is rotated 
to the angle yielded by GA. Following this pipeline, GA searches and finds the kernel 
that provides the best accuracy level for designated datasets.  
 
Genetic algorithm (GA) employs biology-inspired operations such as mutation, 
crossover and selection. In order to utilize GA, we formulated a fitness function where 
higher accuracies were favored, the input parameter (gene) being angular position 
specified in terms of the steps of the motor in the interval [0,4095], represented as a 
bitstring for genetic operations, and the output being the ridge classification accuracy 
of the randomly-mapped dataset. We specified 12 generations and a population size 
of 4 for each generation in GA, and explored different GA parameters in 
Supplementary Discussion 10. In the first generation, all genes were selected 
randomly, then genes with superior classification accuracies were chosen as mating 
parent genes (2 in our case) and a new generation was created by crossover (single-
point crossover with 80% probability) and mutation (random mutation with 1% 
probability) operations. The crossover operation randomly selects an index in the 
bitstrings of the mating parent genes as the crossover point and bits to the right of the 
crossover point are swapped between the parents, creating a new offspring. The 
mutation operator, on the other hand, randomly inverts the bits of a gene at certain 
locations. We obtained the optimal kernel like so. To ensure a nondecreasing nature 
for the accuracy, we kept the best gene in a given generation and passed it onto the 
next generation. So for each generation, 3 new genes were chosen by GA. In total, 
the dataset was passed through 40 locations. Given genetic algorithm parameters 
where the number of generations is shown with 𝑛 and the population size with 𝑝, the 
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total number of random projection kernels that are probed is given by the following 
formula: 
 
                            𝑛(𝑝	 − 	1) 	+ 	𝑝 (5) 
 
To calculate the fitness function corresponding to each gene, we used a laptop with 
Intel Core i7-7600U CPU and 8 GB RAM that sends commands via serial 
communication to a microcontroller board (Arduino Uno) which processes step 
sequences to rotate the stepper motor to the orientation specified by genes. Our 
experimental procedure, including the hardware flow control and software flow control 
is schematically illustrated in Supplementary Discussion 4. 
 
Results 
 
Numerical studies. Before constructing the experimental setup, we make use of 
physically accurate beam propagation method (BPM) simulations to validate our main 
idea of controlling optical random projection. The details of the simulation are given in 
Supplementary Discussion 1. Here our design leverages Johnson-Lindenstrauss 
Lemma(27), which states that random projection can be used for dimensionality 
reduction purposes(28), which is at the core of learning from high-dimensional data. 
We benchmark our idea on a binary classification task using the Breast MNIST(23) 
dataset containing 780 samples, and with an 80/20 train-test split, we achieve the GA 
evolution plot presented in Fig. 1c. As can be seen from the figure, simulation results 
show improvements over the baseline ridge classification accuracy of 66.67%, which 
corresponds to unprocessed samples. After the first iteration in GA, a ridge 
classification accuracy of 67.31% is reported, which is already above the baseline 
performance. Based on the classification accuracies in the following iterations, GA 
proposes an optimal point where the ridge classification accuracy reached its 
maximum, 77.56%. We present the improvement in classification accuracy by plotting 
confusion matrices at the beginning (Fig. 1a) and the end (Fig. 1b) of the programming 
process. The confusion matrices are normalized such that entries on the same row 
sum up to 100, barring rounding errors. These confusion matrices for the simulated 
Breast MNIST dataset demonstrate that classification performance can be significantly 
improved by programming the optical computing platform and searching for an optimal 
random projection kernel heuristically. After validating the controllability of optical 
random projection, we move on to the experimental setup and results in the next 
subsection. 
 



 
Figure 1: Simulated learning results for the Breast MNIST dataset. Confusion matrices 
(CM’s) corresponding to the first (a) and the last (b) genetic algorithm (GA) iteration. 
(c) Evolution of the accuracy during GA. 
 
Experimental studies. Experimental realization of our genetically programmable 
optical random neural network is illustrated in Fig. 2. It consists of a continuous-wave 
(CW) laser source, a spatial light modulator (SLM), a pair of lenses to perform Fourier 
transforms, a scattering medium placed on a disc located on the Fourier plane to 
provide optical random projection and a camera to collect optically processed 
information. The optical information encoding process is carried out by superimposing 
each sample of the dataset, an 8-bit image, as a phase pattern on the SLM. After the 
encoding step, the information-carrying optical field is processed linearly all the way 
up until the recording plane. Optical random projection/mapping is realized with a 
diffuser. 
 
When coherent light passes through the diffuser, different optical free paths are formed 
at different points on the scattering media, and at the camera plane, we obtain a 
speckle pattern. A small change in the orientation of the diffuser changes the result of 
the element-wise matrix multiplication, i.e., the convolution kernel is dependent on the 
orientation of the diffusing medium. Therefore, we propose searching for and finding 
an optimum kernel (diffuser surface) with better feature extraction capabilities. Since 
the information-carrying laser beam occupies a small region on the diffuser, 
introducing a new region to it by rotating the diffuser changes the random projection 
kernel. For this purpose, we constructed a disk covered with adhesive tape, which 
resulted in a search space where there is only one degree of freedom (angular 
position), allowing us to search for better kernels easily. 
 



 
Figure 2: Schematic of random projection-based programmable optical computing 
setup. The experimental setup consists of a spatial light modulator for encoding 
information onto laser light, a scattering medium on off-axis rotation stage, and an 
imaging system to relay light and a camera to decode information. 
 
A stepper motor is employed to control the orientation of the diffuser with the half-
stepping method, where one full rotation of the disk is divided into 4096 steps. Without 
benefitting optimization algorithms and trying each possible kernel individually, 
evaluating the resulting accuracy would take a long time experimentally. Thus, we 
utilize a heuristic search algorithm, genetic algorithm (GA)(26), for optimizing for the 
maximum accuracy, which is a function of the angular position, 𝜃. Such a method 
requires several trials to meet the designated task and decreases optimization time in 
experiments. The deployment of a heuristic search algorithm like GA can also be 
attributed to the uneven structure of the complex media, where there is no a priori 
relationship between the complex random matrices obtained from distinct points 
significantly far from each other. However, we want to emphasize that since the 
rotation steps are small, similarities in output images corresponding to matrices 
originating from a neighborhood of consecutive angular positions are observed in our 
experiments (see Supplementary Discussion 5 for quantitative metrics). GA 
parameters used in this study and the backend processing steps are explained in 
Methods.  
 
In experiments, we initially employ GA on the Breast MNIST(23) dataset and obtain 
the GA evolution plot shown in Fig. 3c. With the same 80/20 train-test split as in 
simulations, the ridge classification accuracy is improved to 82.05% starting from 
73.72%. The confusion matrices corresponding to the first and the best GA iteration 
are given in Fig. 3a and b, respectively. To further ensure the claimed improvement is 
not due to noise, we perform 5-fold cross-validation on randomly projected samples 
corresponding to the best GA iteration. As a result, a mean classification accuracy of 
73.08% with a standard deviation of 7.95% was obtained. For comparison, the first GA 
iteration produces 5-fold cross-validation metrics with a mean classification accuracy 
of 71.28% with a standard deviation of 2.88%. We additionally performed paired-
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sample Student's t-test and the returned value of ℎ	 = 	1 indicates that the t-test does 
reject the null hypothesis at the 1% significance level. 
 
 

 
Figure 3: Experimental learning results for the Breast MNIST dataset. Confusion 
matrices (CM’s) corresponding to the first (a) and the last (b) genetic algorithm (GA) 
iteration. (c) Evolution of the accuracy during GA. 
 
After experimentally demonstrating and validating the tunability of optical random 
projection on a small-scale dataset with samples having 28 x 28 pixels resolution, we 
note that we can accommodate high-resolution samples in our experimental setup and 
fully leverage the parallelism provided by our optical computing platform, where we 
are only limited by the SLM resolution, which is 600 x 800 pixels. For this reason, we 
decided to scale up and tackle a more complex classification task using the COVID-
19 X-Ray(24) dataset with higher resolution (400 x 400 pixels) samples. However, the 
SLM used in this study operates at a 60 Hz repetition rate since liquid crystal 
technology is limited in terms of speed. To decrease the time spent on the 
programming of the random projection kernel and make our optical computing method 
useful for larger datasets, we propose to form a smaller subset of the dataset to be 
considered a proxy to the full set for the programming step. For this purpose, out of 
the full dataset (2481 samples), a subset of size 300 containing randomly selected 
150 positive and 150 negative samples is created. As previously, an 80/20 train-test 
split is used. This way, our goal is to reduce the programming time while maintaining 
the improvements in classification accuracy. As demonstrated in Fig. 4b, we observe 
a significant increase in the ridge classification accuracy from 78.33% to 93.33% while 
programming the optical computing platform with GA. 
 
To evaluate the performance of the subset method, we optically process all the 
samples of the COVID-19 X-Ray dataset with the optimized random projection kernel 
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proposed by GA, employing an 80/20 train-test split on the whole dataset. An accuracy 
of 90.14% is achieved over the baseline accuracy level of the dataset, which is 
74.85%. These results demonstrate that the genetically programmed optical 
computing platform provides 15% higher accuracy. In contrast, when we use GA for 
the full dataset instead of 300 samples, we observed a maximum accuracy level of 
91.15%. It shows that by utilizing a randomly selected subset and decreasing the 
programming time significantly, we sacrifice a 1% performance difference in 
classification, and even a small subset gives rise to improvements in classification 
accuracy. We can observe the evolution of accuracy via the confusion matrices 
presented in Fig. 4a and c. The confusion matrix corresponding to the entire dataset 
is also given in Fig. 4d. With the COVID-19 X-Ray dataset results, we validate the 
high-resolution sample processing capability of optical random projection on top of 
programmability demonstrated earlier. We would like to note that such high resolutions 
are atypical in conventional machine learning frameworks. 
 

 
 
Figure 4: Experimental learning results for the COVID-19 X-Ray dataset when a 
subset of the full dataset is used for genetic algorithm (GA). (a) Confusion matrix (CM) 
corresponding to the first GA iteration. (b) Evolution of the accuracy during GA. (c) CM 
obtained at the end of GA. (d) CM corresponding to the full dataset when all the 
samples are passed through the optimal angular position yielded by GA. 
 
After experimentally validating the programmability and high-resolution sample 
processing capabilities of our scheme, we explore the retinal disease classification 
dataset (25)  containing 1493 training and 439 test samples with 1424 x 2144 pixels 
resolution. The images are classified into two classes based on whether any type of 
anomaly is present or not. The samples are first converted from RGB to grayscale and 
image downsampling with a constant factor is performed to effectively use our SLM 
having less pixels than samples. In other words, downsampled images are 
transformed to have 600 x 800 pixels resolution, which is our SLM resolution. 
However, we note that with next-generation SLMs having 4K resolution, such 
downsampling can be avoided to process high resolution images. The remaining 
hardware & software settings are the same as before. Fig. 5 shows the evolution of 
the accuracy during GA and the confusion matrices for this dataset. After programming 
the kernel, we observe an increase in classification accuracy from 46.70% to 87.70%, 
which is better than the performance of a digital ridge classifier, which gives 85.65% 
accuracy with a similar number of parameters. 
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Figure 5: Results for the high resolution retinal disease classification dataset. (a) 
Confusion matrix (CM) corresponding to the first GA iteration. (b) Evolution of the 
accuracy during GA. (c) Confusion matrix obtained at the end of GA.  
 
We would like to emphasize that the imbalance in confusion matrices is due to the 
bias in the dataset, where both the training and the test set are dominated by positive 
samples, and would like to focus on the overall classification accuracy. Concretely, the 
dataset consists of 1674 positive samples and 258 negative samples. It must also be 
noted that we obtained out-of-memory errors when we tried to train a vanilla CNN 
having the same inputs as the optical platform (samples with 600 x 800 pixels 
resolution) on an NVIDIA RTX 4070 graphics card with 12 GB of RAM. Therefore, our 
proposal being resolution-agnostic is a major advantage over conventional 
techniques, where high-resolution samples typically need to be downsampled. 
Additional results on high-resolution geospatial datasets can be found in 
Supplementary Discussion 9. 
 
Discussion 
To understand the effect of the programming random projection kernel with a genetic 
algorithm, we perform linear discriminant analysis (LDA), a dimensionality reduction 
technique, on one of the widely-used datasets for benchmarking different machine 
learning architectures, which is the Fashion MNIST (29) dataset. We feed randomly 
projected samples to LDA, which helps us to illustrate the inner workings of our optical 
computing platform. In Fig. 6, 960 features obtained from the randomly mapped subset 
(3000 samples) of the Fashion MNIST dataset are represented by three components. 
The distribution of color-coded classes shows that the clustering performance of 
optical random projection improves as GA progresses. The clustering of similar 
samples eases the task of the readout layer, thus increasing the performance of the 
optical computing method. We would like to emphasize that Fashion MNIST samples 
have low resolution (28 x 28 pixels) and do not reflect the high-resolution sample 
processing capability of our programmable optical random projection approach, which 
is why we have left experimental learning results to Supplementary Discussion 8. 
 



 
 
Figure 6: Linear discriminant analysis (LDA) performed on a subset of the Fashion 
MNIST dataset (a) before genetic algorithm (GA), (b) for an arbitrary iteration of GA, 
and (c) after GA has found the optimal random projection kernel. 
 
Without sacrificing the simplicity of the demonstrated optical computing platform, a 
nonlinear activation function such as the inverse rectified linear unit (ReLU) function 
can be implemented by partially saturating the measured beam profiles via either 
increasing the laser power or tuning the camera parameters. In the literature, the effect 
of such an additional nonlinearity has been reported(30). It can increase the accuracy 
of the machine learning tasks when incorporated with the absolute square 
measurement introduced by the intensity detection of the camera at the readout layer. 
 
In our study, the preferred camera can record 8-bit grayscale images. However, we 
emulate a camera capable of representing images using fewer bits to test our 
approach in data-scarce settings by mapping the range 0-255 to a smaller range. We 
observe that with such a device, faster data rates would be enabled without sacrificing 
the classification accuracy (see Fig. S13 and Table S1 in Supplementary Discussion 
12). We conclude that with suitable hardware tailored for modern machine vision tasks 
requiring real-time performance, our programmable reservoir can continue to perform 
machine learning tasks with high accuracy. 
 
The presented programmable optical computing platform can be further improved with 
alternative programming algorithms. For example, one can use surrogate optimization 
tools(31) instead of GA, choose a different/learnable weighting parameter 𝛼 in Eq. 4 
during ridge classification, or change the pool size used in local averaging, which 
would affect the number of features pertaining to each captured image. Although we 
have yet to opt to make these changes for the sake of simplicity and not losing the 
essence of our endeavor, they can potentially increase the ridge classification 
accuracy of the readout layer. In addition, our approach can be augmented by using 
the recurrence relations of the reservoir. 
 
In all experiments, phase objects were processed and classified. However, amplitude 
objects and, more generally, incoherent data can be processed using our approach 
as well. In this case, the speckle response will be different than the coherent case 
because constructive/destructive interference will not occur under broadband 
illumination. Since the irradiances will only be superposed without the contribution 
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from cross-terms, the complexity of the system will be lower, and the feature extraction 
capabilities of the incoherent setup will be affected. 
 
Broader applicability of our method can be realized by imposing gratings in x- and y-
axes on input samples, where this time, instead of angular position, the grating x and 
y values are to be optimized. Therefore, programmable optical random projection in 
our optical computing platform without any moving parts can be constructed in 
principle. 
 
Energy consumption in our setup is only due to the power requirements of components 
such as the laser source, SLM, and camera. All processing, including the random 
matrix multiplication, is done passively and our computing platform relies on linear 
optics. It indicates that the consumed energy is independent of the sample resolution. 
Energy consumption in our method and conventional electronics is further compared 
in Supplementary Discussion 14. Our work opens up an avenue for energy-efficient, 
resolution-agnostic and programmable optical processing schemes for success in 
modern machine learning practice. 
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