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Abstract: We present MetaHDR, which is a single-shot high-dynamic range (HDR) imaging
and sensing system using a multifunctional metasurface. The metasurface is capable of splitting
an incident beam into multiple focusing beams with different amounts of power, simultaneously
forming multiple low dynamic range (LDR) images with distinct irradiance on a photosensor.
Then, the LDR images are jointly processed using a gradient-based HDR fusion algorithm, which
is shown to be effective in attenuating the residual light artifacts incurred by the metasurface and
the lens flare. MetaHDR achieves single-shot HDR photography and videography that increases
the dynamic range by at least 50 dB compared to the original dynamic range of the photosensor. It
can also perform single-shot HDR sensing, including reflectance calibration and surface curvature
estimation of reflective materials. MetaHDR’s demonstrated functionalities could be broadly
applied in surveillance and security, microscopic imaging, advanced manufacturing, etc.

1. Introduction

High dynamic range (HDR) imaging and sensing have broad applications. From scientific
discoveries to national defense, we need cameras and visual sensors that can measure the full
visual appearance of the objects of interest. Nowadays, the most widely used photosensors
capture RAW images with a bit depth between 12-16 bits [1]. While this allows images to ideally
capture scenes with dynamic ranges from approximately 1:4,000 to 1:60,000, the dynamic range
of a natural scene can go up to approximately 1:3,000,000 [2]. Therefore, approaches to increase
the dynamic range of cameras nowadays are critical and very useful.

One of the most straightforward approaches to achieve HDR imaging without increasing
hardware complexity is exposure bracketing [3–5]. This class of methods requires capturing a
series of images with a fixed interval of exposure times and then fusing these images together.
However, it has to assume the camera and the scene to be static throughout the capture. When
there is a relative movement between the camera and the scene during the capture, sophisticated
algorithms are required to align and fuse the images together [6–8].

We propose the MetaHDR as a solution to this issue of multi-frame exposure bracketing.
MetaHDR is an imaging system that utilizes a metasurface lens to achieve exposure bracketing
in a single shot for HDR imaging and sensing. As illustrated in Fig. 1, we design and build a
multifunctional metasurface element that divides and focuses the incident light at multiple evenly-
spaced positions on the photosensor, each focus containing a select ratio of power incident on the
metasurface, mimicking exposure bracketing captures. Therefore, the setup can capture multiple
images simultaneously in a single shot, with every photodetector having the same integration
time. The core innovation of this work is the design and demonstration of a multifunctional
metasurface that works as a multi-beamsplitter with a specific energy distribution and a focusing
lens. Multifunctionality is one of the most critical uses of metasurfaces in computational imaging.
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Fig. 1. MetaHDR. The proposed system consists of a multifunctional metasurface that
deflects and focuses the incident light at multiple positions on the photosensor, each
with a different power, to achieve single-shot exposure bracketing.

There have been multifunctional metasurfaces that exert different modulation functions to the
incident wave according to spatial location [9], polarization [10,11], wavelength [12,13], incident
angle [14], etc. In our experiment, we demonstrate a metasurface designed using a random
interleaving approach that simultaneously forms nine images with designed power ratios, which
is the highest number of multiplexing achieved by a single piece of metasurface to the best of our
knowledge.

We also propose a gradient-based HDR reconstruction algorithm that pairs with the optical
design. This algorithm is critical for MetaHDR as we observe inevitable artifacts in the raw
measurement, which can corrupt the HDR image generated using traditional HDR reconstruction
algorithms, e.g. Debevec and Malik [15]. The artifacts include residual lighting caused by
metasurface fabrication defects, which has also been widely witnessed in previous works [9, 13],
lens flares on the dim images, and blending of the bright images to the dim images. We show
in our experiments that the proposed gradient-based reconstruction algorithm can effectively
attenuate these artifacts in the output HDR images.

After the design and fabrication of the metasurface, we assemble a MetaHDR working
prototype, a single-shot HDR camera. The prototype operates in a 10nm bandwidth of working
wavelength (645nm - 655nm) and can capture HDR images and real-time videos at 500 ×
500-pixel resolution with 50 dB higher dynamic range in addition to the original dynamic
range of the photosensor, which is at least 10 dB higher than previous single-shot HDR
solutions. In addition, we also demonstrate using MetaHDR to achieve single-shot visual
sensing, including surface reflectance calibration and surface curvature estimation of reflective
materials from the specularities. Specularities of reflective materials were traditionally treated as
unuseful information in computer vision due to the high dynamic range required to capture this
information [16–19]. MetaHDR can measure the full intensity profile of a specularity and turn
it into useful visual information for material and shape estimation thanks to its extremely high
dynamic range, which demonstrates a new potential path for shape reconstruction of reflective
materials.

The contribution of this work can be outlined as follows:

• A single-shot HDR imaging and sensing system with a multifunctional metasurface
designed using a random interleaving approach;

• A gradient-based HDR reconstruction algorithm paired with the hardware that effectively
attenuates various optical artifacts caused by the multifunctional metasurface;

• A working prototype that achieves single-shot HDR imaging and videography with more
than 50 dB extra dynamic range compared to the original photosensor, and single-shot
surface reflectance and curvature estimation from specularities of reflective materials.



2. Background & Related Work

There are many solutions for generating single-capture HDR images, including both hardware-
driven solutions [20–25] and software-driven solutions [26–28]. While both are valuable for
furthering HDR capabilities, we choose to review hardware-driven solutions as they are more
aligned with the contribution of this work.

Our first categorization of such solutions is exposure mosaicking. These methods involve
either manipulating the transmittance [20], polarization [29], or exposure time [21, 22] of groups
of pixels, rows of pixels, or individual pixels, to obtain an image encoding multiple exposure
times worth of information. These methods are similar to MetaHDR in the idea of reducing
the number of captures to generate an HDR image, as they use uniquely capable photosensors,
instead of optics, to achieve fine-tuned pixel control [30]. However, the maximum number of
single-shot exposure bracketing successfully demonstrated in previous work is limited to at
most four, which constrains the highest achievable dynamic range of the system. In this work,
MetaHDR demonstrates the simultaneous capture of as many as nine exposure-bracketed images,
which increases the dynamic range by at least 10dB compared to previous exposure mosaicking
solutions. See Table 1 for details.

The next categorization includes solutions utilizing photon-counting imaging sensors and
neuromorphic cameras. Quanta imaging sensors (QIS) and single-photon avalanche diode
(SPAD) based imaging sensors are both capable of high-speed photon counting with a low readout
noise [31, 32]. Utilizing these properties, multiple exposure images can be generated within a
single exposure time. Then, following traditional exposure bracketing reconstruction, HDR images
can be generated [23–25]. Neuromorphic cameras, such as event cameras, however, are high frame
rate cameras that measure intensity change. While it has been shown asynchronous event detection
can be utilized to increase the dynamic range of sensor hardware [33], they tend to be used as a
supplementary device in neural network-based solutions for HDR reconstruction [34,35], or as
direct network inputs [28,36]. This category of HDR solutions requires specialized photosensors
and circuitry rather than conventional CMOS cameras. They are complementary to MetaHDR,
which is targeted to be compatible with the widely-used camera sensors nowadays. Nevertheless,
we list the specifications of some work in this category in Table 1 for information.

3. Metasurface Design and Image Formation Model

The core optical component of MetaHDR is a multifunctional metasurface that serves as a
multi-beam splitter and a focusing lens, as shown in Fig. 2. This section describes the design
process of the multifunctional metasurface. We model a metasurface, 𝑀 , as a two-dimensional
array of uniform-shape nanocells on a uniform grid 𝐺: 𝑀 = {𝐶(𝑚, 𝑛)|𝑚, 𝑛 ∈ 𝐺}, where each
cell (𝑚, 𝑛) is represented by the modulation function 𝐶(𝑚, 𝑛) it exerts to the traversed wavefront.
Specifically, the modulation function 𝐶(𝑚, 𝑛) exerts a transmittance 𝑇(𝑚, 𝑛) and phase delay
𝜙(𝑚, 𝑛): 𝐶(𝑚, 𝑛) = 𝑇(𝑚, 𝑛)𝑒 𝑗 𝜙(𝑚,𝑛), which is determined by the nano-structure of each cell. For
this work, we use centered nano-cylinders at a fixed height (Fig. 2b.) This allows us to represent a
nanocell’s modulation function 𝐶(𝑚, 𝑛) as a mapping from the nano-cylinder radius 𝑟 of the cell:
𝐶(𝑚, 𝑛) = 𝑓 (𝑟(𝑚, 𝑛)). We emulate the function 𝑓 () with a look-up table (LUT) pre-generated
using an FDTD solver, where the LUT consists of a set of mappings between nano-cylinder
radius 𝑟 to the modulation function: {𝑟𝑛 → 𝐶𝑛, 𝑛 = 1, 2, ..., 𝑁}. When given a target modulation
function 𝐶(𝑚, 𝑛), we search within the LUT for the nanocells that exhibit the phase delay closest
to the specified target modulation function at each position (𝑚, 𝑛) and use it as the nanocell shape
at (𝑚, 𝑛):

𝑟(𝑚, 𝑛) = 𝑎𝑟𝑔 𝑚𝑖𝑛
{𝑟𝑛 ,𝑛=1, · · ·,𝑁 }

| ̸ 𝐶𝑛 − ̸ 𝐶(𝑚, 𝑛)|. (1)



Table 1. Comparison of the MetaHDR with recent related work on hardware-driven
solutions to HDR imaging. Complementary to previous work that was mostly de-
veloped for photography, MetaHDR is targeted to imaging and visual sensing under
controlled illumination. It demonstrates the highest dynamic range increase and num-
ber of single-shot exposure bracketing under the operating wavelength. Throughout
the paper, we report the dynamic range in the unit of dB, which is calculated as
20 log10 (max_value/min_value) following the tradition of previous work [37]. For
the last three rows, we report the extra dynamic range compared to a 16-bit photosensor.

Key Idea

Extra

Dynamic

Range (dB)

# Exposure

Bracketing

Operating

Wavelength

Capture

Procedure

Hardware-

Specific Signal

Processing

Raw

Resolution

Demonstrated

Applications

MetaHDR

(Proposed)

Multi-

functional

Metasurface

55.0 9 10nm FWHM Single-Shot
Gradient

HDR Fusion
570×570

Single-Shot

HDR Imaging,

Real-Time Video,

and Single-Shot

Visual Sensing

Xie et al. 2023

[29]

Polarization

Mosaicking
28.6 4 Full Visible Single-Shot

Inconsistency

for Polarized

Scenes

1224×1024
Single-Shot HDR

Photography

Cho et al. 2016

[21]

Exposure

Mosaicking
30.1 2 Full Visible Single-Shot

General HDR

Fusion
20MP

Single-Shot HDR

Photography

Chi et al. 2023

[38]

Exposure

Bracketing
35.9 3 Full Visible Multi-Shot

General HDR

Fusion
24.3MP

Low-light HDR

Photography

Qu et al. 2024

[39]

Exposure

Mosaicking
36.1 4 Full Visible Multi-Shot Demosaicking 6.1MP HDR Photography

Gnanasambandam

et al. 2020 [24]

Photon

Counting
40.0 3 Full Visible

QIS

Oversampling

QIS Signal

Reconstruction
1024×1024 HDR Photography

Ingel et al. 2019

[40]

Photon

Counting
23.5 - Full Visible

SPAD Photon

Counting

SPAD Signal

Reconstruction

Single

Pixel
HDR Photography

Ogi et al. 2021

[37]

Photon

Counting
27.6 - Full Visible

SPAD Photon

Counting

SPAD Signal

Reconstruction
160x264 HDR Photography

So et al. 2022

[41]

Irradiance

Wrapping
36.1 - Full Visible

Saturation

Counting

Irradiance

Unwrapping
256x256 HDR photography

Random interleaving. Our goal is to generate a metasurface that unevenly divides the wavefront
energy to 𝑉 focusing locations, allowing for 𝑉 sub-images to form on the sensor plane. For the
prototype we demonstrated in this paper, the number of focusing locations 𝑉 equals 9. As the
number of spatial multiplexing is high and the energy division of each multiplexing is uneven, it
is challenging to design the multifunctional metasurface for this work by interleaving the shape
profiles of multiple metasurfaces on a regular grid as in Guo et al. [9] and Khorasaninejad et
al. [42], which could cause high-order diffraction artifacts in the image. Instead, we develop a
random interleaving design procedure for the multifunctional metasurface of this work.

First, we generate the modulation functions 𝐶𝑖(𝑚, 𝑛), 𝑖 = 1, · · · , 𝑉 of 𝑉 focusing metasurfaces,
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Fig. 2. Metasurface design. (a) A wavefront propagating towards an imaging sensor
along the 𝑍-axis. The wavefront interacts with metasurface 𝑀, which performs a
complex modulation to the traversing wavefront, as characterized by the shape of each
nanocell at position (𝑚, 𝑛). The modulated wavefront then propagates a distance 𝑍𝑠
to be measured as an image. (b) An individual nanocell of 𝑀 with a fixed cell size
(𝑤𝑥 , 𝑤𝑦) and nano-cylinder height, ℎ. The phase and transmittance applied by this cell
are determined by the radius, 𝑟 , of the nano-cylinder.

via:
𝐶𝑖(𝑚, 𝑛) = exp

(
𝑗2𝜋
𝜆

(√︃
(𝑚𝑤𝑥 − 𝑥𝑖)2 + (𝑛𝑤𝑦 − 𝑦𝑖)2 + 𝑍2

𝑠 − 𝑍𝑠
))
, (2)

where (𝑥𝑖 , 𝑦𝑖 , 𝑍𝑠) is the coordinate locations we want a fronto-parallel incident plane wave to be
focused on the sensor plane, 𝑤𝑥 and 𝑤𝑦 are the nanocell pitch, and 𝜆 is the designed wavelength
of the wavefront. Then, we determine the nano-cylinder radius of each cell, 𝑟𝑖(𝑚, 𝑛), of the
𝑖th focusing metasurface by the nearest neighbor search from the pre-generated LUT via Eq. 1.
Finally, we design the multifunctional metasurface via random interleaving the 𝑉 focusing
metasurfaces. Denote the shape parameters of the multifunctional metasurface as 𝑟𝑚(𝑚, 𝑛). We
determine the nano-cylinder radius of each cell (𝑚, 𝑛) by randomly picking the nano-cylinder
radius from one of the 𝑉 focusing metasurface shape parameters 𝑟𝑖(𝑚, 𝑛) at the same position
according to a multinomial distribution:

𝑟𝑚(𝑚, 𝑛) = 𝑟𝑖(𝑚, 𝑛), 𝑖 ∼ Multinomial(𝑝1, 𝑝2, · · · , 𝑝𝑉 ),
𝑉∑︁
𝑖=1

𝑝𝑖 = 1. (3)

The probability of selecting from each focusing metasurface, 𝑝1, 𝑝2, · · · , 𝑝𝑉 , determines the
portion of the wavefront power that goes to each multiplexed image. We discuss this relationship
and how to determine the probabilities, 𝑝1, 𝑝2, · · · , 𝑝𝑉 , in the next section.

Image formation model. We treat the scene as a collection of incoherent point sources. For
each point source located at 𝑿 = [𝑋,𝑌, 𝑍], it emits a coherent wavefront that traverses through the
optics. Using the 𝑖th focusing metasurface as the optics and assuming paraxial approximation, the
image of the point source 𝑿 is 𝐸(𝑿)ℎ𝑖(𝑥 − 𝑋/𝑍, 𝑦 −𝑌/𝑍; 𝑍), where 𝐸(𝑿) denotes the irradiance
level received by the photosensor from the point source 𝑿, and ℎ𝑖(𝑥, 𝑦; 𝑍) represents the point
spread function (PSF) of the focusing metasurface 𝑟𝑖(𝑚, 𝑛) at object distance 𝑍 . The PSFs of the
𝑉 focusing metasurfaces ℎ𝑖(𝑥, 𝑦; 𝑍) are translational invariant with respect to the index 𝑖. Thus,
we can simplify the notation of the PSFs:

ℎ𝑖(𝑥 − 𝑥𝑖 , 𝑦 − 𝑦𝑖; 𝑍) = ℎ∗(𝑥, 𝑦; 𝑍), 𝑖 = 1, 2, · · · , 𝑉, (4)



where we call ℎ∗(𝑥, 𝑦; 𝑍) the ideal PSF of the focusing metasurfaces. The PSF of the multifunc-
tional metasurface that we design using random interleaving, denoted as ℎ𝑚(𝑥, 𝑦; 𝑍), is related to
the ideal PSF ℎ∗(𝑥, 𝑦; 𝑍) via the following equation:

ℎ𝑚(𝑥, 𝑦; 𝑍) ≈ 𝐶 ·
©­­­«

𝑉∑︁
𝑖=1

𝑝2
𝑖 ℎ

∗(𝑥 − 𝑥𝑖 , 𝑦 − 𝑦𝑖; 𝑍)︸                       ︷︷                       ︸
signal

+ 𝛽𝑖(𝑥 − 𝑥𝑖 + 𝑦 − 𝑦𝑖)︸                 ︷︷                 ︸
residual

ª®®®¬ , (5)

where the coefficient 𝐶 is a normalization factor and the term 𝛽𝑖(𝑥 − 𝑥𝑖 + 𝑦 − 𝑦𝑖) is a background
residual light centered at (𝑥𝑖 , 𝑦𝑖). Eq. 5 shows that the PSF of the multifunctional metasurface,
ℎ𝑚(𝑥, 𝑦; 𝑍), consists of 𝑉 multiplexes of the ideal PSFs. The signal term of each multiplex is a
translation of the ideal PSF and has an approximate power ratio of 𝐶𝑝2

𝑖
with respect to the ideal

PSF.
When using the multifunctional metasurface as the optics, we denote the irradiance distribution

on the photosensor from the scene as 𝐸𝑚(𝑥, 𝑦):

𝐸𝑚(𝑥, 𝑦) =
∑︁
𝑿

𝐸(𝑿)ℎ𝑚(𝑥 − 𝑋/𝑍, 𝑦 − 𝑌/𝑍; 𝑍),

∝
𝑉∑︁
𝑖=1

𝑝2
𝑖 𝐸

∗(𝑥 − 𝑥𝑖 , 𝑦 − 𝑦𝑖)︸                   ︷︷                   ︸
signal

+ 𝑏𝑖(𝑥 − 𝑥𝑖 , 𝑦 − 𝑦𝑖)︸               ︷︷               ︸
residual

,
(6)

where 𝐸∗(𝑥, 𝑦) is the ideal irradiance distribution on the photosensor under the ideal PSF
ℎ∗(𝑥, 𝑦; 𝑍). The residual terms in Eq. 5, 𝛽𝑖 , become the background irradiance 𝑏𝑖 when summing
over all points in the scene. By limiting the incident field of view of the optical system, we can
constrain the signal term of each multiplex to be separated from each other.

The full image measured by the entire photosensor, 𝐼(𝑥, 𝑦, 𝑡), relates to the irradiance distribution
according to the noise model of a digital camera [32]:

𝐼(𝑥, 𝑦, 𝑡) = 𝐺 · Poisson(𝜂 · 𝑡 · 𝐸𝑚(𝑥, 𝑦)) + Gauss(0, 𝜎2), (7)

where the coefficients 𝐺, 𝜂, and 𝑡 represent gain, quantum efficiency, and exposure time, and
𝜎2 is the variance of the read noise of the photosensor. We divide the full image panel into 𝑉
non-overlapping sub-images, labeled as 𝐼𝑖(𝑥, 𝑦). For simplicity, we skip the variable 𝑡 in the
notation when unnecessary. Each sub-image 𝐼𝑖(𝑥, 𝑦) consists of a multiplex of the ideal image.
Its coordinate is centered at location (𝑥𝑖 , 𝑦𝑖) in the full image and has a uniform dimension across
all sub-images.

Probability selection. We would like to design the power ratio between the 𝑖th signal term
and 𝑖 + 1th signal term to be 𝛼𝑖/𝛼𝑖+1. Therefore, according to Eq. 6, the random interleaving
probability of each multiplex 𝑝𝑖 is:

𝑝𝑖 =
√
𝛼𝑖∑𝑉

𝑖=1
√
𝛼𝑖
, 𝑖 = 1, 2, · · · , 𝑉 . (8)

4. Gradient-based HDR Reconstruction

Our HDR reconstruction formulation builds upon Debevec and Malik’s work [15] to tackle the
imaging artifacts inherent to the proposed system. According to Eq. 6-8, each sub-image 𝐼𝑖(𝑥, 𝑦)
consists of both the signal and an inevitable background light:

𝐼𝑖(𝑥, 𝑦) = 𝐺 · Poisson (𝜂 · 𝑡 · (𝛼𝑖𝐸∗(𝑥, 𝑦) + 𝐵𝑖(𝑥, 𝑦))) + Gauss(0, 𝜎2), (9)



where the term 𝐵𝑖 is a generalized background irradiance that includes all background irradiances
𝑏𝑖 in Eq. 6 that blends into the panel of sub-image 𝐼𝑖(𝑥, 𝑦):

𝐵𝑖(𝑥, 𝑦) =
𝑉∑︁
𝑗=1
𝑏 𝑗 (𝑥 − 𝑥 𝑗 + 𝑥𝑖 , 𝑦 − 𝑥 𝑗 + 𝑥𝑖). (10)

Based on our experimental observation, we determine it is safe to assume the generalized
background irradiance 𝐵𝑖(𝑥, 𝑦) to be slowly varying with respect to the spatial coordinates (𝑥, 𝑦)
compared to the signal. Therefore, the gradient of the sub-images 𝜕𝐼𝑖/𝜕𝑥 and 𝜕𝐼𝑖/𝜕𝑦 only
contains the gradient of the signal:

𝜕𝐼𝑖

𝜕𝑥
(𝑥, 𝑦) ≈ 𝐺 · Poisson

(
𝜂 · 𝑡 · 𝛼𝑖𝐸∗

𝑥(𝑥, 𝑦)
)

+ Gauss(0, 𝜎2). (11)

The equation is the same for 𝜕𝐼𝑖/𝜕𝑦. Then, we estimate the spatial gradient of the ideal irradiance
distribution 𝐸∗

𝑥 and 𝜕𝐸∗/𝜕𝑦 based on the spatial gradient of the sub-images 𝜕𝐼𝑖/𝜕𝑥 and 𝜕𝐼𝑖/𝜕𝑦
via Debevec and Malik’s formulation [15]:

𝐸∗
𝑥(𝑥, 𝑦) = arg max

𝐸∗
𝑥 (𝑥,𝑦)

Pr

(
𝐸∗
𝑥(𝑥, 𝑦)

�����𝜕𝐼1𝜕𝑥 (𝑥, 𝑦), . . . ,
𝜕𝐼𝑉

𝜕𝑥
(𝑥, 𝑦), 𝛼1, . . . , 𝛼𝑉

)
, (12)

and the minimizer is

𝐸∗
𝑥(𝑥, 𝑦) =

∑𝑉
𝑖=1 𝛼𝑖𝑀𝑖(𝑥, 𝑦) 𝜕𝐼𝑖𝜕𝑥

(𝑥, 𝑦)
𝐺 · ∑𝑣

𝑖=1 𝜂 · 𝑡 · 𝛼
2
𝑖
· 𝑀𝑖(𝑥, 𝑦)

. (13)

The term 𝑀𝑖(𝑥, 𝑦) is a binary mask that filters out saturated pixels that could cause inaccurate
gradient estimation:

𝑀𝑖(𝑥, 𝑦) =
0 if a pixel involved in calculating

𝜕𝐼𝑖

𝜕𝑥
(𝑥, 𝑦) is saturated

1 otherwise
. (14)

The process is the same for estimating 𝐸∗
𝑦 . Eventually, we can estimate the ideal irradiance

distribution from the spatial gradient via Frankot’s method [43]:

𝐸∗(𝑥, 𝑦) = 𝐹−1 ©­­«− 𝑗
𝜔𝑥𝐹

(
𝐸∗
𝑥(𝑥, 𝑦)

)
+ 𝜔𝑦𝐹

( �𝐸∗
𝑦(𝑥, 𝑦)

)
𝜔2

𝑥 + 𝜔2
𝑦

ª®®¬ , (15)

where 𝐹 and 𝐹−1 are Fourier and inverse Fourier transforms.

5. Experimental Results

5.1. Metasurface Design and Fabrication Specifications

We design and fabricate a 1 mm diameter multifunctional metasurface that divides and focuses
the incident environmental light into nine low-dynamic range (LDR) sub-images, i.e. 𝑉 = 9, in a
3 × 3 grid. The arrangement of the nine sub-images is shown in Fig. 6a. The designed power
ratio between every two images is two, the designed focal length of the metasurface is 5 cm, and
the designed working wavelength is 650 nm. The nanocells of the metasurface are 300 nm × 300
nm, and the nanopillars are centered 𝛼-silicon cylinders of 300 nm height. The nano-cylinder
height was selected to make sure that the nanocells can cover a 2𝜋 phase delay range. We use the
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Fig. 3. Details of the metasurface. (a) Phase delay and Transmittance look-up
table (LUT) of nanocells with 𝛼-Si, cylindrical nanopillar at operating wavelength
650nm that we used. The dimension of each nanocell is 300nm × 300nm. The
nanopillar can be parameterized using the radius 𝑟 of the cylinder. The nanocells in
the LUT cover 2𝜋 range of phase delay and achieve a minimum of 0.8 transmittance
for the operating wavelength 650nm. (b) The phase delay profile of the designed
metasurface. The designed metasurface is 1mm in diameter, with 3335 nanocells in
each dimension. The inset figures show the close-up view of the phase delay profiles
and the random interleaving indices. (c) Parallel and oblique view SEM image of
metasurface nano-structures. Scale bars are 1𝜇𝑚.

Lumerical FDTD simulator to generate the LUT for phase delay and transmittance for the design
process (Fig. 3a) and determine the metasurface shape profile following the random interleaving
process described in Sec. 3. The phase delay profile and the random interleaving index profile of
the designed metasurface are displayed in Fig. 3b.

To verify our design, we estimate the point spread function (PSF) of the designed metasurface
by simulating a uniform intensity point source of wavelength 650 nm at a distance of 1 km,
sending a spherical wave towards the metasurface. (See Fig. 4a.) In addition to verifying the PSF
arrangements, we also examine the average peak signal-to-noise ratio (PSNR) of synthesized
images using the PSFs under the noise model in Eq. 7 for various realistic photon levels and
noise levels (Fig. 4b.) The simulated images are generated as the convolution of our simulated
PSF and a 512×512 8-bit image. The PSNR values remain stable across the photon levels and
noise levels, which suggests the sufficient quality of the formed sub-images.

Our metasurface fabrication procedure starts from a bare fused silica glass coated with a 300
nm thick 𝛼-Silicon film through plasma-enhanced chemical vapor deposition, Oxford Plasma Pro
100. We then spin coat the silica wafer with a 200 nm thick ARP6200 resist. Next, to help mitigate
charging effects and height sensor error during the electron beam lithography process, a 20 nm
thick aluminum (Al) layer is deposited onto the sample. Using the electron-beam lithography,
EBPG 5150, the sample is patterned with an electron dose of 700uC/cm2. Afterwards, our sample
is soaked in Al etchant type A to remove the Al layer followed by a 90-second development
in AR600-546. We deposit a 30-nm-thick Al2O3 layer to the sample, followed by lift-off to
prepare an etching hard mask. Finally, plasma dry etching was performed using SF6 and C4F8
chemistries [44]. Fig. 3c shows the scanning electron microscope (SEM) photos of the fabricated
metasurface nano-structures.

We assemble a MetaHDR prototype using the fabricated metasurface. As visualized in
Fig. 5, the prototype can be reconfigured as a microscope using an optional 75mm focal length
objective lens. The photosensor of the prototype is monochrome and can capture full images of
2, 448 × 2, 048 pixel resolution.
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Fig. 4. Simulated PSFs and PSNR. (a) The log-scale PSF of the designed metasurface
simulated using D-Flat [45]. The metasurface is designed according to the specifications
in Sec. 5.1, where it has nine focal points, each with a distinct brightness level. (b)
The PSNR of a simulated image with the designed PSF at various noise levels. The
exposure value 𝜃 is defined as the multiplication of quantum efficiency 𝜂 and exposure
time 𝑡, and 𝜎 is the read noise level, both according to Eq. 7.

Objective lens (optional, for magni�ed view) Metasurface PhotosensorDiaphragm

Fig. 5. MetaHDR Prototype. The 1 mm diameter metasurface is mounted 5 cm from
the image sensor. We include a diaphragm with an additional lens tubing to constrain
the field of view so that the nine sub-images have minimal overlap. The prototype can
optionally insert a second objective lens for the magnified view and improved light
efficiency. The photosensor we use is the Basler ace acA2440-35um with 5M pixels.

5.2. Calibration

The calibration of MetaHDR involves two steps: geometric alignment and contrast registration.
The geometric alignment determines a homography 𝐻𝑖 𝑗 between every pair of sub-images 𝐼𝑖(𝑥, 𝑦)
and 𝐼 𝑗 (𝑥, 𝑦). We align all sub-images to a reference sub-image through perspective warping using
the calibrated homographies. Fig. 6b shows the homography estimation process, where we image
a calibration target using MetaHDR and detect corresponding key points between sub-images to
calculate the homography. The detailed process is in the supplementary material.

The contrast registration estimates the power ratio of the signal term of each sub-image, 𝛼𝑖 ,
in Eq. 9. We use MetaHDR to capture the 𝑉 sub-images of a static, textured pattern. For each
sub-image, 𝐼𝑖(𝑥, 𝑦), we select the exposure time 𝑡𝑖 so that the specific sub-image is unsaturated
and properly exposed. We estimate the unnormalized power ratio 𝛼̃𝑖 of the 𝑖th sub-image by
registering its spatial gradient with that of a reference sub-image:

𝛼̃𝑖 =
𝑡2
𝑡𝑖

·
∑

𝑥,𝑦 ∥∇𝐼𝑖(𝑥, 𝑦)∥2∑
𝑥,𝑦 ∇𝐼𝑖(𝑥, 𝑦) · ∇𝐼2(𝑥, 𝑦)

, (16)

where ∇𝐼𝑖 = [𝜕𝐼𝑖/𝜕𝑥, 𝜕𝐼𝑖/𝜕𝑦]𝑇 . In our experiment, we use 𝐼2(𝑥, 𝑦) as the reference sub-image.
We then calculate the normalized power ratio 𝛼𝑖 so that it reflects the power ratio of each
sub-image with respect to the ideal image. Details of the contrast registration are described in the
supplementary material. Table 2 lists the estimated normalized power ratios 𝛼𝑖 of MetaHDR.
The power ratio of adjacent images is approximately two, which is consistent with our design.



Fig. 6. Geometric alignment and contrast alignment. (a) Sample full image of the
calibration target with sub-image division. (b) Key point detection between 𝐼2 and 𝐼3 for
geometric alignment. (c) Cross-section of the sample sub-image spatial gradient after
the calibration. After dividing the corresponding power ratios, the intensity profiles of
the spatial gradient closely match each other.

The power ratio between the brightest and dimmest images is 𝛼1/𝛼9 = 562.5, which means that
the system can achieve 562.5 times or 55.00 dB extra dynamic range than that of the photosensor.
To examine the quality of the contrast registration, we also visualize the cross-section of contrast-
registered sub-image spatial gradient (1/𝛼𝑖) · 𝜕𝐼𝑖/𝜕𝑥 in Fig. 6c. Qualitatively, the spatial gradient
of each sub-image is shown to be accurately aligned after their corresponding power ratios are
canceled.

Table 2. Calibrated power ratio of each sub-image of MetaHDR. The power ratio we
report in this table is the intensity ratio of the sub-image over the ideal image. The
power ratios between most adjacent sub-images, 𝛼𝑖 and 𝛼𝑖+1, have a proportion of
around 2, which is consistent with our design. The total power ratio among the nine
images, 𝛼1/𝛼9, is 562.5. Therefore, the MetaHDR prototype can maximally increase
the dynamic range by a ratio of 562.5, or 55.00 dB, via exposure bracketing.

Power ratio 𝛼1 𝛼2 𝛼3 𝛼4 𝛼5 𝛼6 𝛼7 𝛼8 𝛼9

MetaHDR 0.36 0.14 0.073 0.034 0.019 0.0089 0.0045 0.0019 0.00064

5.3. HDR Imaging Results

Without the objective lens, the prototype can capture sharp images of 10 cm × 10 cm dimension
objects at 2 m away, and with the objective lens, the prototype can image 2.5 mm × 2.5 mm
objects placed at around 3 cm away from the diaphragm. The reconstructed HDR image is
of 570 × 570 pixel resolution. Fig. 7 shows sample HDR images taken using the prototype
without (Fig. 7a-c) and with (Fig. 7d-e) the objective lens. We demonstrate that MetaHDR can
simultaneously record the radiance profile of an extremely bright incandescent light bulb and see
the dark textured plane in the scene (Fig. 7a). It can also record HDR images of dynamic scenes
such as the flame (Fig. 7c).

Fig. 8 shows a qualitative comparison of the HDR image reconstructed using the gradient-based
fusion method vs. the method of Debevec and Malik [15]. The gradient-based method effectively



Fig. 7. Single-shot HDR imaging results captured using MetaHDR. Rows (a) - (e)
represent different scenes. The first column is a photo of the imaged scene with a
bounding box indicating the area captured by MetaHDR. The second column is the
brightest LDR sub-image captured for each scene. The numbers on the top left are
the dynamic range of the images. The third column is the tonemapped HDR image
reconstructed using the gradient-based fusion method, with the dynamic range of the
image listed on the top left. All dynamic range values are calculated as the maximum
pixel value divided by the minimum pixel value in the field of view. The fourth and fifth
columns are cross-sections of the intensity and spatial gradients of sub-image (LDR)
and reconstructed HDR images, which clearly show the saturation of the LDR images.
Scenes (a-c) and (d-e) are captured without and with the objective lens, respectively.
With the objective lens, MetaHDR becomes a microscope with a 2.5 mm × 2.5 mm
field of view and a resolution of around 20 um.



Fig. 8. Artifacts attenuation via the gradient-based HDR fusion. (a) Intensity-based
HDR fusion with tonemapping [15]. (b) Gradient-based HDR fusion with tonemapping.
The gradient approach clearly attenuates various artifacts, including the background
light and the blending of neighboring sub-images.

removes the optical artifacts caused by residual lights.
Besides HDR images, the setup can also capture HDR videos in real-time. In the supplementary

material, we demonstrate two HDR videos of moving objects captured using and without using
the objective lens.

Light efficiency comparison. MetaHDR is complementary to the existing HDR solutions that
use pixel mosaicking to achieve single-shot exposure bracketing, including using mosaicked
optical filter arrays [20, 29], mosaicked shutter times [21]. These exposure mosaicking methods
can operate in a broader wavelength than MetaHDR. Meanwhile, for applications that only require
a single wavelength, MetaHDR can achieve a higher light efficiency than exposure mosaicking,
as the latter solution discards a portion of incident light by the filter arrays or the reduced shutter
times during a single capture. Table 3 shows the estimated light efficiency of the MetaHDR
prototype and an ideal nine-exposure mosaicking imager. We also assess the HDR quality of
both solutions under the estimated light efficiency. Details of the light efficiency estimation
and HDR quality comparison are in the supplementary material. In our comparison, MetaHDR
demonstrates two times higher light efficiency than exposure mosaicking, and 6dB higher PSNR
in HDR reconstruction according to the estimated light efficiency.

5.4. HDR Sensing Results

We also explore MetaHDR’s single-shot HDR capability to improve traditional computer vision
solutions. Specifically, we exploit MetaHDR to capture the full intensity profile of specularities
on reflective materials in a single shot and use it to estimate the material properties, including
surface reflectance or local curvature.

Single-shot surface reflectance calibration. First, we demonstrate using MetaHDR to calibrate
the surface reflectance of glossy materials, such as metals, in a single shot. Traditionally, this

Table 3. Comparison between MetaHDR and a hypothesized 9-exposure mosaicking
HDR imager. We estimate the light efficiencies of both methods and analyze the HDR
image quality generated using the corresponding light efficiencies for both methods.
The results show clear differences in HDR reconstruction quality on all three metrics
caused by differences in the light efficiency of both solutions. A detailed description of
the comparison process is described in the supplementary material.

Hypothesized Light Efficiency MSE ↓ PSNR (dB) ↑ SSIM ↑

MetaHDR Prototype 53.7% 0.0684 28.784 0.4761

Hypothesized Exposure Mosaicking 22.2% 0.3584 22.747 0.2454



task was only demonstrated using multi-shots exposure bracketing to capture the full intensity
profile of the specularities [46]. We place a precision ball with a known radius 𝑟 in front of the
MetaHDR. As shown in Fig. 9a, using a background light to locate the contour of the precision
ball, we can estimate the 3D position X and surface normal N of the point on the ball that
corresponds to every pixel (𝑥, 𝑦) in the captured image. Then, we fix a directional light onto
the ball, which will create a specularity on the surface (Fig. 9a). After reconstructing the HDR
irradiance map of the scene 𝐸∗(𝑥, 𝑦), we can estimate the lighting direction L via L = 2N0 − V,
where vector N0 is the surface normal of the point that corresponds to the brightest pixel in the
irradiance map and vector V is the viewing direction. We assume orthographic projection and set
V = [0, 0, 1]𝑇 . Finally, using the HDR irradiance map, we can fit the surface reflectance model
through the following optimization:

k̂ = arg min
k

∑︁
𝑥,𝑦

(𝐸∗(𝑥, 𝑦) − 𝜌𝐿(L,V,N(𝑥, 𝑦); k))2
, (17)

where the coefficient 𝜌 is the normalization parameter and 𝐿(L,V,N; k)) is the parameterized
surface reflectance model with parameters k. We adopt the Phong reflectance model [47], which
has been broadly used for modeling the reflectance of glossy materials:

𝐿(L,V,N; k = {𝑁, 𝐾𝑠 , 𝐾𝑑 , 𝐾𝑎}) = 𝐾𝑠 · (max (V · R, 0))𝑁 + 𝐾𝑑 · (max (N · R, 0)) + 𝐾𝑎 . (18)

The coefficient 𝑁 describes the reflectivity of the material, and coefficients 𝐾𝑠 , 𝐾𝑑 , and 𝐾𝑎 are
the weights of specular, diffuse, and ambient components of the reflection.

We use MetaHDR to calibrate the surface reflectance of multiple glossy materials, including
stainless steel, tungsten carbide, and brass. Part of the results are shown in Fig. 9, and the
rest are in the supplementary material. We plot the calibrated reflectance model in the form
of bi-direction reflectance distribution functions (BRDFs) in Fig. 9b-c. To verify the accuracy
of the reflectance calibration, we render the image of the precision ball from a novel lighting
direction and compare it with the real measurements. As shown in Fig. 9e, the cross-section of
the rendered image and the real measurement closely match each other. We also show a rendered
image of the calibrated material under custom environments in Fig. 9f, as rendering is a classic
application of surface reflectance calibration. Although the surface reflectance is measured in a
single wavelength in this experiment, the specular reflectance, which consists of the most power,
is shown to be approximately uniform across the visible spectral band [48].

Single-shot surface curvature estimation. We also demonstrate using MetaHDR to simultane-
ously estimate the lighting direction and the surface curvature of the material from the specularity
of a reflective object, given its surface reflectance model. Traditionally, estimating the shape
of reflective materials has been a challenging task in computer vision, which involves using
rigorously calibrated diffuse illumination to avoid specularities and perform photometric stereo
or shape from shading [50,51], or only using the unsaturated pixels in the low dynamic range
images of the object [16–18]. Using MetaHDR, we can directly measure the local curvature of
the object at the specularity in a single shot without knowledge of the light source and with a
weak prior of the shape.

In our experiment, we assume the distance map of the local surface at the specularity follows
the quadratic function, as used in Xiong et al. [52]:

𝑍(𝑥, 𝑦; a) = 𝑎1(𝑥 − 𝑥0)2 + 𝑎2(𝑦 − 𝑦0)2 + 𝑎3(𝑥 − 𝑥0)(𝑦 − 𝑦0) + 𝑎4(𝑥 − 𝑥0) + 𝑎5(𝑦 − 𝑦0), (19)

where 𝑍 is the distance of the point corresponding to pixel (𝑥, 𝑦), the vector a = [𝑎1, · · · , 𝑎5]𝑇
is the parameterization of the shape, with [𝑎1, · · · , 𝑎3] indicating the curvature, and (𝑥0, 𝑦0) are



Fig. 9. Single-shot surface reflectance calibration from specularities. (a) By using
a precision ball as the target, we can determine the 3D position and surface normal
direction of every pixel from the circular contour of the ball. (b-c) The calibrated
reflectance models are visualized in the form of bi-directional radiance distribution
functions (BRDF) for stainless steel (b) and tungsten carbide (c). (d) We compare the
measured (upper) and rendered (lower) HDR images of the stainless steel precision ball
under a different illumination direction. The PSNR of the rendering is 40 dB. (e) We
visualize the cross-section of the measured and rendered HDR irradiance map, which
is shown to closely match each other. (f) Rendering of a stainless steel precision ball in
a custom environment sampled from the SUN360 dataset [49]. Additional results are
in the supplementary material.

the pixels with the highest intensity in the specularity. The shape of the local surface at the
specularity and the lighting direction L can be estimated via the following optimization problem:

â, L̂ = arg min
a,L

∑︁
𝑥,𝑦

(𝐸∗(𝑥, 𝑦) − 𝜌𝐿(L,V,N(𝑥, 𝑦; a); k))2
. (20)

where the vector V is the viewing direction and N is the surface normal direction. To avoid
ambiguities in the solution, we initialize the second-order coefficients 𝑎1, · · · , 𝑎3 as negative
values based on the prior knowledge that the shape of the local surface is convex. As shown in
Fig. 10. MetaHDR successfully predicts the 3D shape of the two stainless steel surfaces at the
specularity and the lighting direction in a single shot with a small error. See supplementary
material for more results.

6. Discussions and Limitations

MetaHDR is an example of integrating nanophotonics and computer vision to advance imaging
and visual sensing. In this work, we demonstrate that this integration can produce a new HDR
solution, MetaHDR, that achieves the highest dynamic range increase compared to previous
methods and demonstrates single-shot imaging and visual sensing. MetaHDR could have broad
applications in surveillance and security, microscopic imaging, advanced manufacturing, etc.



Fig. 10. Single-shot surface curvature estimation from specularities. We use the surface
reflectance model measured in advance from a 2 mm stainless steel precision ball to
recover the local curvature of unknown surfaces of the same material at the specularities
(red patches) and the lighting direction. The unknown surfaces are precision balls with
(a) 1 mm and (b) 2.5 mm diameters so that we have access to the ground truth surface
shape and lighting direction. The reconstruction is purely based on the intensity profile
of the specularity within each local patch and a weak prior knowledge that the surface
is convex for initialization of coefficients a. We plot the reconstructed surfaces and
overlay them with ground truths. We also visualize the estimated lighting direction L̂,
the estimated surface normal of the brightest pixel N̂0, and the ground truth lighting
direction L. The average error of the estimated lighting direction L̂ is 9.5◦. Additional
results are in the supplementary material.

A potential limitation of the current system is the relatively small deflection angles of off-axis
sub-images and the small numerical aperture of the metasurface in the prototype. These problems
can be resolved by improving the design of the multifunctional metasurface.
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