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Abstract: Mueller matrix polarimetry has emerged as a powerful tool for non-destructive8

optical analysis of biological tissues and bioorganic materials, offering detailed insights into9

polarization-specific properties such as diattenuation, retardance, and depolarization. However,10

the accurate application of Mueller matrix polarimetry in biological media is often hindered by11

specular reflections, which obscure signals from deeper tissue layers and degrade the sample12

visualization and the polarimetric data quality. Existing methods to minimize specular reflection13

have limitations, especially in clinical or in-vivo settings where sample positioning is constrained.14

Here, we introduce a new approach for avoiding or reducing specular highlights without having15

to reduce light’s intensity. By using near-cross-polarization states between the polarization state16

state generator and analyzer, we demonstrate that one can obtain an enhanced visualization of17

tissue structures, reduce the appearance of specular reflections and improve polarimetric contrast.18

© 2025 Optica Publishing Group19

1. Introduction20

Mueller matrix (MM) polarimetry has rapidly evolved as a crucial tool for the optical analysis21

of biological systems and bio-organic materials, providing non-destructive access to the mi-22

crostructural and polarization-specific characteristics of complex tissues [1–8]. By capturing23

full polarimetric information, MM polarimetry allows for detailed measurements of properties24

such as diattenuation, retardance, and depolarization, essential in fields ranging from biomedical25

diagnostics to materials science [9,10]. A significant advantage of MM polarimetry lies in its26

adaptability; it can operate in both transmission and reflection modes, making it versatile for27

a broad array of applications [11], including examining layered tissues, monitoring structural28

changes, and identifying biomolecular alignments in healthy and pathological tissues [12, 13].29

Despite its many advantages, MM polarimetry faces notable challenges when applied in vivo30

to scattering media and complex biological tissues, primarily due to the effects of specular31

reflections. Specular reflections, resulting from direct surface reflections, sometimes can obscure32

the polarimetric signals originating from deeper within the tissue [14]. Specular reflections often33

produce strong co-polarized components that saturate the detector, making it challenging to34

isolate signals related to subsurface tissue features, which generally exhibit reduced polarization35

due to scattering. When unaddressed, specular reflections degrade the quality of the polarimetric36

data, potentially leading to misinterpretations of tissue properties, particularly when investigating37

surface and near-surface structures.38

Conventional methods to mitigate specular reflection in MM polarimetry and other biomedical39

imaging techniques involve orienting the sample at an angle to deflect specular reflections away40

from the detector’s path [6, 15]. Additional approaches include reducing the intensity of the light41

source to minimize reflective contributions or employing image processing software to exclude42

saturated areas from measurements [16]. Advanced algorithms have also been proposed for this43

purpose [17–19]. Although somewhat effective, these methods have limitations. Tilting the44

sample, for example, is not always feasible, especially in clinical or in-vivo applications where45



sample positioning is constrained and the investigated tissues are not flat and often immersed in46

fluids (blood, cerebrospinal fluid, etc) [20, 21]. Lowering the light intensity, while reducing the47

impact of specular reflection, can also lead to more noisy measurements, limiting the overall48

information that can be obtained about the sample and potentially masking critical features.49

These challenges highlight the need for an approach that effectively minimizes specular reflection50

without compromising the illumination conditions.51

In this work, we propose a method that exploits differences in polarization state to effectively52

reduce the impact of specular reflections, thus enhancing image quality and measurement accuracy53

in MM polarimetry. Our approach is based on tailoring the polarization state generation and54

analysis processes, using sets of angles that favor near-cross-polarized states. By doing so, we55

selectively suppress or reduce specular reflections that retain high degrees of polarization while56

preserving light coming from depolarizing tissue structures. Notably, many biomedical imaging57

methods, already use crossed-polarizers to reduce specular reflections [22,23], particularly in58

dermatological applications [24,25]. Our method advances this concept by making it compatible59

with full MM polarimetry. Our method enables the use of higher light intensities, thereby60

improving polarimetric contrast and extending the dynamic range of measurements. This results61

in more accurate visualization of biological tissues and their polarimetric properties, unlocking62

valuable insights into complex biological samples.63

To demonstrate the efficacy of this method, we implement it in an MM imaging system64

using two rotating compensators. However, the underlying strategy is adaptable and can be65

applied to systems employing liquid crystals or other polarization control devices, ensuring broad66

applicability across different MM polarimetry setups.67

2. Theoretical framework68

A typical MM system, utilizing a two-rotating-compensator configuration, consists of a Polar-69

ization State Generator (PSG) and a Polarization State Analyzer (PSA). The PSG produces70

at least four independent polarization states, which interact with the sample. The PSA then71

analyzes the resulting polarization states by measuring their projections onto at least four other72

linearly independent states. Both the PSG and PSA are composed of a polarizer and a rotating73

compensator.74

In a MM polarimetry experiment, the Stokes vector detected is expressed as [26]:75

Sout = M𝑃𝑆𝐴MM𝑃𝑆𝐺Sin, (1)

where M, M𝑃𝑆𝐴 and M𝑃𝑆𝐺 are respectively the Mueller matrices of the sample, the PSA and76

the PSG.77

The detector used in most imaging systems is only sensitive to the first component of the78

Stokes vector 𝐼, and because of this, only the first row of M𝑃𝑆𝐴 and the first column of M𝑃𝑆𝐺79

will affect the intensity obtained. Therefore we can write the previous expression as:80
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where 𝑘 refers to the 𝑘 𝑡ℎ intensity measurement made at the detector.81

In a system based on two rotating compensators, the Mueller matrices of PSA and PSG in82

Eq. (1) are83

M𝑃𝑆𝐺 = R(−𝜃0)MLR0R(𝜃0)P0, (3)



84

M𝑃𝑆𝐴 = P1R(𝜃1)MLR1R(−𝜃1), (4)

where P and R are the Mueller matrices of a linear polarizer and the usual rotation matrix,85

respectively and MLR is the MM of a compensator with linear retardance 𝛿. 𝜃0 and 𝜃1 are the86

orientation angles of the compensator. Therefore the PSG and PSA can be expressed as [27]:87
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To obtain 𝑁 intensity measurements, there are two possible operating modes for rotating88

compensator systems: continuous and discrete rotation. In the discrete mode, the compensators89

are positioned at predetermined angles, allowing full flexibility in selecting the specific angles.90

The method of this work utilizes the discrete mode. One key advantage of the discrete mode for91

imaging applications is its independence from the detector’s integration time and the compensators’92

rotation speed. This means that, in cases where the signal is low, the camera’s exposure time93

can be increased without affecting data processing. It is worth noting that maintaining linearity94

requires using the same exposure for all acquisition angles. If a particular angle causes substantial95

saturation in the detector, the light source intensity or exposure time must be adjusted for all other96

angles, sometimes compromising the measurement quality.97

Using linear algebra properties, it is possible to rewrite Eq. (2) as a scalar product between98

two vectors99

Ik = W𝑇
𝑘

−→M, (6)

where W𝑘 = A𝑇
𝑘
⊗ G𝑘 and

−→M is the 16-component Mueller vector.100

The polarimetric data analysis will consist of solving Eq. 6 for the Mueller vector. If the101

measurements consist of 𝑁 intensity measurements, we can rewrite Eq. 6 as102

I = W−→M, (7)

where I is the intensity vector over all the measurements and W is a matrix of dimension N×16103

that relates the measured intensities with the MM elements. So, the MM of the sample can be104

extracted as [26],105
−→M = (WW𝑇 )−1WI = W+I, (8)

where W+ is the pseudo-inverse of W, which gives the least squares estimate of the inverse.106

In a transmission experiment, if the sample does not alter the polarization of light, the intensity107

in Eq. (7) is maximized when the Stokes vectors associated with the PSA and PSG are equal108

(𝑎𝑘, 𝑗 = 𝑔𝑘, 𝑗 for 𝑗 = 0, 1, 2, 3) and minimized when they are orthogonal (𝑎𝑘, 𝑗 = −𝑔𝑘, 𝑗 for109

𝑗 = 1, 2, 3). In a backscattering configuration, the specular reflection has an associated MM110

M = diag(1, 1,−1,−1). Therefore, for specular reflections, the intensity is maximized when111

𝑎𝑘,0 = 𝑔𝑘,0, 𝑎𝑘,1 = 𝑔𝑘,1, 𝑎𝑘,2 = −𝑔𝑘,2, and 𝑎𝑘,3 = −𝑔𝑘,3 (we shall call this the co-polarized case)112

and minimized when 𝑎𝑘,0 = 𝑔𝑘,0, 𝑎𝑘,1 = −𝑔𝑘,1, 𝑎𝑘,2 = 𝑔𝑘,2, and 𝑎𝑘,3 = 𝑔𝑘,3 (cross-polarized113

case). Cross-polarized vectors can fully suppress specular reflections, but if W is constructed only114

by cross-polarized vectors, then WWT becomes singular, making it impossible to calculate the115

full MM. In such case, only combinations of certain MM elements can be accurately determined.116

The full MM measurement requires using angular sets that involve polarization states not117

strictly co-polarized or cross-polarized, but also cases in between. Optimal angles can be118



determined using optimization algorithms that maximize the area covered on the Poincaré sphere,119

with the condition number serving as a merit function:120

𝜅(W) = | |W| | · | |W+ | | (9)

with | |W| |, | |W+ | | being the 2-norm of the matrices W and W+ respectively.121

Polarimetric optimization typically focuses on determining PSG and PSA parameters that122

minimize the condition number. However, in this work, we also consider the minimization of123

specular reflections in the optimization. Specifically, we aim to determine the angles 𝜃0 (PSG)124

and 𝜃1 (PSA) that reduce the specular intensity I in Eq. (7), while simultaneously keeping 𝜅(W)125

as low as possible. Reducing specular reflections generally increases the condition number,126

requiring a trade-off to balance these competing factors. Several angular sets (with 𝑁 = 16) were127

computed by solving a global optimization problem using the differential evolution method. We128

labeled these sets as A, B, C, D, E, and F, where set A corresponds to the lowest condition number129

(without considering specular intensity in the optimization) and set F represents the greatest130

suppression of specular intensity (that also leads to the highest condition number). Details of131

the optimized angles are provided in the supporting information, including six sets of angles132

optimized for our system.133

Table 1 lists the condition number, maximum intensity, and mean intensity (averaged over134

the 16 angles) for each angular set. These values correspond to our experimental setup, where135

both compensators exhibit a retardance of approximately 141◦. For different retardance values,136

the angular sets will produce different intensities. The intensities are normalized so that the137

maximum value is 1, occurring when the illumination and analyzed states are fully collinear after138

specular reflection. Notably, the angular set with the lowest condition number (set A) corresponds139

to an intensity near its maximum, while the set with the lowest specular intensity (set F) has140

the highest condition number. Note that, for example, sets B and C already demonstrate that a141

substantial decrease of the specular intensity is possible without compromising too much the142

condition number.143

The condition number is an algebraic metric that evaluates the numerical robustness of144

polarimetric data inversion. However, it does not account for other factors that influence the145

quality of polarimetric measurements, such as light intensity levels or the use of proper camera146

exposure settings to fully utilize the dynamic range. For instance, if illumination and exposure147

conditions are optimized for dataset A, measurements using datasets B, C, D, E, and F under148

the same illumination/exposure settings will appear progressively darker and noisier compared149

to A. This is due to reduced mean intensity and poorer polarimetric conditioning. In contrast,150

if the illumination intensity or camera exposure is adjusted for each dataset to achieve roughly151

the same mean intensity across all images, the performance differences between datasets may152

change. This effect will be experimentally investigated in the following sections.153

3. Experimental setup154

The instrument used in the experiments reported utilizes a backscattering configuration, where155

light is reflected from the sample at a very small angle of incidence. This is advantageous for156

MM imaging as it eliminates the need for a beam-splitter used in systems where forward and157

backward light share the same optical path, significantly simplifying the calibration process. The158

backscattering configuration is also well-suited for biomedical wide-field imaging, where the159

imaging optics elements are positioned at a considerable distance from the sample, enabling160

the examination of a wider sample area. The imaging objective (a 16 mm fixed focal length161

camera objective Thorlabs MVL16M23) is positioned outside the region between the Polarizer-162

Sample-Analyzer components. The camera used is FLIR Grasshopper3 (GS3-U3-32S4M-C)163

with a 12-bit ADC and a maximum resolution of 2448×2048 pixels.164



Angular set Condition Number Max. Intensity Mean Intensity

A 5.07 0.92 0.48

B 5.64 0.71 0.42

C 9.69 0.40 0.25

D 14.87 0.28 0.16

E 30.65 0.22 0.12

F 42.25 0.18 0.11

Table 1. Values of condition number and intensity of the different angle sets for a
retardance value of 141◦. Intensity values have been normalized to their maximum
value 1.

In our system, the polarization-state generator (PSG) and polarization-state analyzer (PSA) are165

composed of a compensator (Edmund Optics WP280 retarder) and a polarizer (Edmund Optics166

NIR linear polarizing film). The polarizers in the PSG and PSA are positioned in a crossed167

configuration, while both compensators are mounted on rotating motors (Thorlabs ELL14K) that168

rotate the retarders to achieve 16 different angular positions for each. We have used different169

collections of angles calculated as described in the previous section in order to decrease the170

amount of specular intensity while trying to obtain the least condition number possible. A171

calibration process is also required and was executed employing a specular reflecting mirror172

as a representative sample (which can be assumed to have MM diag(1, 1,−1,−1)) and using a173

non-linear least squares fitting algorithm that finds the retardance and offset angles values to174

obtain the best fit to this matrix. Measurements with all angular sets used the same calibration175

values. All measurements have been performed using a 660 nm LED as light source. At this176

wavelength, the retarders used have a retardance of 141◦ that is relatively close to the optimal177

value (132◦ [27]) for polarimetric imaging .178

4. Results and analysis179

Six consecutive MM measurements were performed on the same sample using the six distinct180

sets of angular configurations. The objective was to compare results from set A, optimized for181

the best condition number, with five other configurations designed to progressively reduce the182

intensity of specular reflections reaching the detector. To ensure comparability, the LED intensity183

was adjusted for each set so that the mean detector intensity remained approximately constant184

when using the different sets, i.e. trying to optimize the illumination condition for each angular185

set.186



Fig. 1. Normalized Mueller matrices obtained using angular sets A and C. Off-diagonal
elements are multiplied by a factor of 5 to enhance the visualization of the results. The
𝑚00 element has been replaced by the intensity image.

The experiments were carried out on various chicken breast samples purchased from a local187

supermarket, all of which exhibited consistent trends. All the reported images have a resolution188

of 830×1280 pixels, which corresponds to an area of 11.75x18.15 𝑐𝑚2. For clarity, this section189

focuses on the results obtained from a representative sample. Figure 1 displays the measured190

MMs for angular sets A and C. To improve visualization, all off-diagonal elements are multiplied191

by a factor of 5, as these elements are typically small in biological tissues due to significant192

depolarization effects. Larger views of all 6 experimental MMs are available in the supplemental193

document.194

Fig. 2 shows the comparison between the different angular sets for the mean intensity (i.e. the195

𝑚00 images that correspond to imaging with unpolarized light) and the depolarization index [28]196

calculated from the MM. A clear variation in the intensity images is observed across the angular197

sets, with specular highlights on the chicken breast surface progressively diminishing, leading to198

improved tissue visualization. In contrast, the depolarization index images show no significant199

variation between the sets, consistently indicating high depolarization levels (low depolarization200

index) in the tissue.201



Fig. 2. Comparison of the intensity and depolarization index for the different angle sets.
The color bar for images in a) ranges from 0 to 2000, and for images in b), from 0 to 1.

The measured MMs were analyzed using the differential Mueller matrix formalism [29], where202

the differential matrix L is obtained as L = ln M. To ensure the matrix logarithm is well-defined203

in backscattering configurations, the experimental MM M is pre-processed by left-multiplying204

it with diag(1, 1,−1,−1), as outlined in [30]. This adjustment aligns the matrix format with205

that of transmission measurements, allowing for straightforward computation using modern206

numerical algorithms. Figs. 3 and 4 present the linear retardation and linear diattenuation values207

obtained from the differential analysis, shown in terms of their magnitudes and orientation angles.208

Diattenuation and not retardation is the main effect (besides depolarization) that can be measured209

in chicken breast tissue at the NIR, despite the intrinsic birefringence of the fibrous breast tissue210

that could be assessed in transmission measurements from histological cuts. In the NIR the breast211

tissue has almost no absorption and the measured light in backscattering primarily originates212

from shallow surface layers of the chicken breast tissue, where polarization-dependent scattering213

leads to measurable diattenuation, affected by the polarization-dependent scattering properties214

of the surface microstructure. Retardation is averaged out because the fibrous structures in the215

chicken breast tissue are not uniformly aligned at the surface or within the shallow subsurface216

layers.217



Fig. 3. Comparison of the magnitude and orientation of the linear retardation for the
different angle sets.

Fig. 4. Comparison of the magnitude and orientation of the diattenuation for the
different angle sets.

Comparison between the different angular sets in Fig. 3 and 4 reveals that all measurements218

appear to be relatively similar, indicating that despite the larger condition number of angular sets219

B, C, D, E, and F with respect to A, there seems to be no clear advantage of dataset A with respect220

to the others. It is worth emphasizing that while the angular sets progressively suppress specular221

reflections and significantly enhance the visualization of the tissue through the 𝑚00 element,222

they do not alter the measured polarimetric properties. This is evident from the six normalized223

MMs provided in the supplemental document, which consistently show the same (or very similar)224

values for the normalized MM elements across all angular sets. In other words, our method can225



improve the tissue visualization but it does not change the measured polarization-depending226

parameters.227

To complement visual inspection, image quality was quantitatively assessed using the228

Perception-based Image Quality Evaluator (PIQE) [31]. PIQE is an opinion-unaware and229

unsupervised metric that evaluates image quality without the need for a trained model. It230

measures block-wise distortion and computes the local variance of perceptibly distorted blocks231

to derive a quality score. A lower PIQE score indicates better image quality, with 0 representing232

an ideal image. Table 2 shows the PIQE values for intensity and the magnitude and orientation of233

the linear diattenuation of the different angle sets. Intensity image PIQE values decrease when234

advancing the angular set letter, PIQE values for the diattenuation images stay roughly on the235

same levels regardless of the chosen angular set.236

Angular set Intensity Linear diattenuation (magnitude) Linear diattenuation (orientation)

A 43.62 39.25 64.97

B 42.23 46.06 60.75

C 39.05 45.44 64.66

D 31.77 50.11 68.23

E 28.76 53.39 66.96

F 27.72 48.05 65.88

Table 2. PIQE values for intensity and the magnitude and orientation of the linear
diattenuation of the different angle sets.

5. Conclusion237

This work presents a novel method for reducing specular reflections in MM polarimetry by238

optimizing the angular configurations of the polarization state generator (PSG) and analyzer239

(PSA). By employing near-cross-polarized states, the proposed approach effectively suppresses240

specular highlights while preserving depolarized signals from biological tissues. Experimental241

results on chicken breast samples demonstrate that this method significantly improves tissue242

visualization and preserves the quality of polarimetric imaging.243

The optimization of angular sets is made by searching a trade-off between minimizing specular244

reflections and maintaining favorable polarimetric conditioning, as quantified by the condition245

number. While the angular set with the lowest possible condition number ensures better numerical246

robustness, configurations also designed to reduce specular intensity provide improved imaging247

contrast and reduced specular artifacts. Quantitative evaluation using the PIQE metric further248

validates the enhanced quality of intensity images and preservation and diattenuation images249

achieved with the optimized configurations.250

This study emphasizes the importance of balancing illumination conditions, polarimetric251

conditioning, and specular reflection suppression in imaging systems. The proposed methodology252

enhances the applicability of MM polarimetry in challenging conditions such as in-situ biomedical253

imaging and provides a foundation for extending its use to other scattering media. Future research254

will focus on adapting this approach to dynamic imaging scenarios and exploring its applicability255

across different wavelength ranges, broadening its potential for advanced optical diagnostics and256

material characterization.257
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